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Abstract

Differential subordination and superordination results are obtained
for multivalent analytic functions in the open unit disk that are as-
sociated with the Dziok-Srivastava linear operator. These results are
obtained by investigating appropriate classes of admissible functions.
Sandwich-type results are also obtained.

Keywords and Phrases: Hypergeometric function, Subordination, Superor-
dination, Dziok-Srivastava linear operator, Convolution.

1. Introduction

Let H(U) be the class of functions analytic in U := {z € C : |z] < 1} and
Hla,n] be the subclass of H(U) consisting of functions of the form f(z) =
a4 a2 + ap1 2"+ with Ho = H[0, 1] and H = H[1,1]. Let A, denote
the class of all analytic functions of the form

flz)=2"+ Z apz® (n>1) (1.1)

in U, and let A; := A. Let f and F' be members of H(U). A function f is said
to be subordinate to F', or F' is said to be superordinate to f, if there exists
a function w analytic in U with w(0) = 0 and |w(z)| < 1 (2 € U), such that
f(2) = F(w(z)). In such a case we write f(z) < F(z). If F' is univalent, then
f(2) < F(2) if and only if f(0) = F(0) and f(U) C F(U). For two functions
f,g € A,, where f given by (1.1) and g(z) = z"+> -, bpz", the Hadamard
product (or convolution) of f and g is defined by the series

(fxg)(2)=2"+ > a2’ =: (g f)(2).

k=n+1

Fora; e C (j=1,2,...,0)and 5; € C\{0,—-1,-2,...} ( =1,2,...m), the
generalized hypergeometric function Fy, (o, ... a5 By, ..., Bm; 2) is defined by
the infinite series

(ar)n 2"

(Oél)n e

F(on, oo By oy B 2) 1= Z

n=0
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(<m+1;l,meNy:={0,1,2,...}),
where (a),, is the Pochhammer symbol defined by

(a), = I'(a+n) :{ 1, (n =0);
" ['(a) ala+1)(a+2)...(a+n—-1), (neN:={1,2,3...}).

Corresponding to the function
hn(alv"wal;ﬁla"’75771;2) = 2" lFm(ala"'7Oél;517"'76m;z)7

the Dziok-Srivastava operator [22] f[,(ll’m)(al, oo By Bn) Ay = Ay s
defined by the Hadamard product

H"™ (.00 B, Bn) (2)
= hn(ah'"aal;ﬂla'"7/6m;2) *f(Z)

PR N (ORI () e
B Z (BL)k=n - - (Bm)k—n (k = n)!" (1.2)

k=n+1

For brevity, (1.2) is written as

H™ B f(2) == H™an, o0 Bus o Bo) f(2). (1.3)

Various authors have used (1.2) by means of the notation H:™[;], where H.™
and the parameter oy in the numerator satisfy the relation

arH" oo + 1] f(2) = 2[Hy"[ea] f(2)] + (a1 — p) H™ [ £(2).

In this work, we deal with the operator ]ivlém and the parameter (3 satisfying
the relation

BLHE™ (B f(2) = 2[HE™ By + 1f(2)] + (B — n)HE™ By + 1)f (). (1.4)

Special cases of the Dziok-Srivastava linear operator includes the Hohlov linear
operator [12], the Carlson-Shaffer linear operator [10], the Ruscheweyh deriva-
tive operator [20], the generalized Bernardi-Libera-Livingston linear integral
operator ([9], [14], [15]) and the Srivastava-Owa fractional derivative operators
(18], [19).

To state the main results, the following definitions and theorems will be
required.
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~ Denote by Q the set of all functions ¢ that are analytic and injective on
U\ E(q) where

Flq) = {¢ € 0U : lmq(2) = o0},

and are such that ¢/({) # 0 for ¢ € OU \ E(q). Further let the subclasses of Q
for which ¢(0) = a be denoted by Q(a), Q(0) = Qp and O(1) = Q;.

Definition 1.1. [16, Definition 2.3a, p. 27]. Let Q be a set in C, ¢ € Q and
n be a positive integer. The class of admissible functions ¥, [, ¢| consists
of those functions 1 : C* x U — C that satisfy the admissibility condition
W(r, s, t;2) & Q whenever r = q((), s = k(¢ ({), and

Re <§ + 1) > kRe (qu((f)) + 1) ,

z€U, €U\ E(q) and k > n. We write ¥1[Q, q] as V[, q].

In particular when ¢(z) = M {72, with M > 0 and |a| < M, then ¢(U) =
Uy = {w : |Jw| < M}, ¢(0) = a, E(q) =0 and ¢ € Q. In this case, we set
U,[Q, M, a] := ¥,[Q,q], and in the special case when the set Q = Uy, the

class is simply denoted by W¥,,[M, al.

Definition 1.2. [17, Definition 3, p. 817]. Let  be a set in C, and ¢ €
Hla,n] with ¢'(z) # 0. The class of admissible functions W/ [€2, g| consists
of those functions v : C> x U — C that satisfy the admissibility condition
W(r, s,t;¢) € Q whenever r = ¢(z),s = 2 and

m

Re (é + 1) < %Re (qu',;iz)) + 1) ,

z €U, ¢€0U and m >n > 1. In particular, we write W} [Q, q] as ¥'[Q, q].

Theorem 1.1. [16, Theorem 2.3b, p. 28] Let 1 € ¥, [, q] with ¢q(0) = a. If

the analytic function p(z) = a + 42" + a1 2™ + -+ satisfies
b(p(2), 20 (2), 2°p"(2); 2) € Q,

then p(z) < q(z).
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Theorem 1.2. [17, Theorem 1, p. 818] Let ¢ € V[, q] with ¢(0) = a. If
p € Q(a) and Y(p(z), zp'(2), 2*p"(2); 2) is univalent in U, then

Q C {e(p(2), 20 (), 2°p" ()i 2) : 2 € U}

implies q(z) < p(z).

In the present investigation, among other results, the differential subordi-
nation result of Miller and Mocanu [16, Theorem 2.3b, p. 28] is extended for
functions associated with the Dziok-Srivastava linear operator H:™[3,]. A sim-
ilar problem was studied by Aghalary et al. [1]. Related results may be found
in the works of [3, 4, 5, 6, 7, 8, 13]. Additionally, the corresponding differen-
tial superordination problem is also investigated, and several sandwich-type
results are obtained. Analogous results for meromorphic functions in the class
associated with the Liu-Srivastava operator, was recently discussed in [2].

2. Subordination Results Involving the Dziok-
Srivastava Linear Operator

The following class of admissible functions will be required in the first result.

Definition 2.1. Let 2 be a set in C and ¢ € Qy N H[0,n]. The class of
admissible functions ® [, q] consists of those functions ¢ : C* x U — C that
satisfy the admissibility condition

P(u,v,w; z) & Q
whenever

o = () + (B +1-n)g(Q)
B B +1

uzq((), (51 EC\{O,—L—Q,...}),

Re (51(51 +Dw+ (n— 1) —n+1u
(Br+1Dv+(n—05—1u

(491

- 25—+ )

zeU, (edU\ E(q) and k > n.
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In the particular case q(z) = Mz, M > 0, and in view of Definition 2.1,
the following definition is immediate.

Definition 2.2. Let €2 be a set in C and M > 0. The class of admissible
functions @[, M] consists of those functions ¢ : C* x U — C such that

¢<Mei9 ktpitlon

o L+ (B—n+1)(2k+ 5 —n)Mew. >
S BB 1) ’Zii)

whenever z € U, § € R, Re(Le ) > (k — 1)kM for all real §, 5, € C\
{0,—1,-2,...} and k > n.

In the special case Q = ¢(U) = {w : |w| < M}, the class ®x[Q2, M] is
simply denoted by ®y[M].

Theorem 2.1. Let ¢ € Py[Q,q|. If f € A, satisfies

{0 (HE"(81 + 20 () H 8+ 11f(2), B (B f ()i 2) s 2 € U} € 9, (22

then B
HMB+2)f(2) < q(z),  (z€).

Proof. Define the analytic function p in U by
p(2) = H" [ +2]f (2). (2.3)
In view of the relation (1.4) and (2.3), it follows that

2 (2) + (B +1=n)p(2)
B Br+1

HE™By + 1] f(2) (2.4)

Further computations show that

Am8f(2) = 22p"(2) +2(B —n + 1)2p/(2) + (B — ) (B —n + 1)P<2).

Bi(Br+1)
(2.5)
Define the transformations from C? to C by
s+ (Bi+1—n)r t+2(61—n+1)s+ (B —n)(fy —n+1)r
u=r,v= , W= .
Br1+1 Bi(pr+1)

(2.6)
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Let

W(r, s, t;2) = ¢(u, v, w; z)
- s+ (B+1—n)r t+2(81—n+1)s+ (B —n)(fi —n+ 1)r
-0 (T’ Birl A ’Z>(2'7)

From (2.3), (2.4) and (2.5), the equation (2.7), yields

(p(2), 20 (2), 2°p" (2); )
= o (HL 16y + 20/ (), HE™ (B + 11F(2), BB F(2):2) . (28)

Hence (2.2) becomes

V(p(2), 2p' (2), 220" (2); 2) € Q.

To complete the proof, it is left to show that the admissibility condition for
¢ € dy[Q,q] is equivalent to the admissibility condition for ¢ as given in
Definition 1.1. Note that

Bi(Bi+ Nw+ (n—B1)(fr—n+1u
(Bi+1v+(n—p—1u

and hence 1 € V[, ¢]. By Theorem 1.1, p(2) < ¢(z) or

™81+ 21f(2) < q(2).

If @ # C is a simply connected domain, then 2 = h(U) for some conformal
mapping h of U onto €. In this case the class ®y[h(U), q| is written as ®y[h, q].
The following result is an immediate consequence of Theorem 2.1.

Theorem 2.2. Let ¢ € Pylh,q] and B, € C\{0,-1,-2,...}. If f € A,
satisfies

6 (H 51+ 20 (), B8+ (), B (81(2);2) < (=), (29)

then B
H™M[B+ 2] f(2) < q(2).

The next result is an extension of Theorem 2.1 to the case where the
behavior of ¢ on QU is not known.
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Corollary 2.1. Let Q C C, g be univalent in U and q(0) = 0. Let ¢ €
D[, q,] for some p € (0,1), where q,(z) = q(pz). If f € A, and
o (HE™ [y + 20 f(2), Hy™ (51 +1]£(2), HE"[81)f(2): ) € 9,

then B
H™M[B+ 2] f(2) < q(2).

Proof. Theorem 2.1 yields H2™[8; +2]f(z) < ¢,(z). The result follows easily
from the subordination g,(z) < ¢(z).

Theorem 2.3. Let h and q be univalent in U, with ¢(0) = 0 and set q,(z) =
q(pz) and h,(z) = h(pz). Let ¢ : C* x U — C satisfy one of the following
conditions:

1. ¢ € Dylh,q,)] for some p € (0,1), or
2. there exists py € (0,1) such that ¢ € ®ylh,,q,] for all p € (po, 1).
If f € A, satisfies (2.9), then

HE™(By + 2] f(2) < q(2).

Proof. The result is similar to the proof of Theorem 2.3d in [16, p. 30], and
is omitted.

The next theorem yields the best dominant of the differential subordination
(2.9).

Theorem 2.4. Let h be univalent in U, and ¢ : C> x U — C. Suppose that
the differential equation

¢ (4(2),2¢'(2), 2°¢"(2); 2) = h(2) (2.10)
has a solution q with q(0) = 0 and satisfy one of the following conditions:
1. g € Qo and ¢ € dylh,q|,
2. q is univalent in U and ¢ € ®ylh,q,| for some p € (0,1), or

3. q is univalent in U and there exists py € (0,1) such that ¢ € ®ylh,,q,)
for all p € (po,1).



Differential Sandwich Theorems for Multivalent Analytic Functions 335

If f € A, satisfies (2.9), then

Hy™ (51 + 2] (2) < q(2),
and q(z) 1is the best dominant.

Proof. Following the same arguments as in [16, Theorem 2.3e, p. 31], the
function ¢ is a dominant from Theorem 2.2 and Theorem 2.3. Since ¢ satisfies
(2.10), it is also a solution of (2.9) and therefore ¢ will be dominated by all
dominants. Hence ¢ is the best dominant.

Corollary 2.2. Let ¢ € ®y[Q2, M]. If f € A, satisfies

o (H" (80 + 20 (), B[y + 1]f(2), HE"[81]£(2); 2) €0,

then B
HY™ By +2)f(2)| < M.

Corollary 2.3. Let ¢ € dy[M]. If f € A, satisfies

0 (H5™ 181+ 207 (), B (B + 10 (), B (81 (2):2) | < M,

then N
|1+ 20 ()| < M.

Taking ¢(u,v,w;z) = v in Corollary 2.3 leads to the following example.
Example 2.1. If Ref(; > w —1, k>pand f € A, satisfies

8+ 15 ()| < 0,

then
HE (B +f(2)] < M,
forl=2,3,---.
Corollary 2.4. Let M >0 and —1 # 8, € C. If f € A, satisfies
B+ 117G+ (5 — 1) Fro+ 2100 <
then

[H" (61 +2)f(2)] < M.
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Proof. Let ¢(u,v,w;z) = v+ <,8 - 1) w and Q = h(U) where h(z) =
i +1|Z M > 0. It is enough to show that ¢ € &y [2, M], that is, the admissi-
bility condition (2.1) is satisfied. This follows since

w kB blon oy Lt (B —n+1)(2k+ B —n)Me? )‘
’qﬁ (M £ +1 Me”, Bi(B1 +1) V2
kM Mn

= >
|61 + 1] |51 + 1]

for € U, 0 e R, p; € C\{0,—1,-2,...} and k > n. From Corollary 2.2, the
required result is obtained.

Definition 2.3. Let €2 be a set in C and ¢ € QygNHy. The class of admissible
functions @12, ¢] consists of those functions ¢ : C* x U — C that satisfy
the admissibility condition ¢(u,v,w;z) & €2 whenever

Q) + Bual<)
pr+1

Bi(B1 + Dw + (1 = B1)u] ¢q"(¢)
Re{ Gi+ Do i “_251}2“{6{ () “}’

z2e€eU, (€0U\ E(q) and k > 1.

u:q(C), (61 EC\{Oa_L_Z""})a

In the particular case ¢(z) = Mz, M > 0, and in view of Definition 2.3,
the following definition is immediate.

Definition 2.4. Let (2 be a set in C and M > 0. The class of admissible
functions @y 1[Q2, M| consists of those functions ¢ : C* x U — C such that

o k15 0 L+ B2k + p1 — 1)Me” )
¢<M6 "B+ M Bi(Br+1) ) g0

whenever z € U, 6§ € R, Re(Le ™) > (k — 1)kM for all real 6, 3, € C\
{0,—1,-2,...} and k > 1.

In the special case Q@ = q(U) = {w : |w| < M}, the class &[S, M] is
simply denoted by @ 1[M].
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Theorem 2.5. Let ¢ € ®y1[Q,q]. If f € A, satisfies

{¢ (ﬁ[ﬁ;’”[ﬁﬁﬂf@) A8y +1]£(2) ?Ikm[ﬁﬂf@;z) Lz U} cQ,

on—1 ’ on—1 ’ on—1
(2.11)
then _
HYm (B + 2] f(2
[5271 ]f( ) = Q(Z)
z
Proof. Define the analytic function p in U by
ﬁflm B+ 2] f(z
p(z) == [ ;H 1f(z) (2.12)
The relations (1.4) and (2.12) yield
on—1 Bl +1 ’ ’
Further computations show that
HY™ 81 f(2) _ 22p"(2) + 28120/ (2) + Bi(B1 — )p(2) (2.14)
Znl Bi(Br+1)
Define the transformations from C3 to C by
s+ pir t+ 2818+ Bu(B — 1)r
U=r, v= , W= 2.15
pi+1 Bi(Br +1) (2.15)

Let

W(r, s, t;2) = d(u,v w'Z)qu(r s+ Bir t+251s+/61(51_1)r. )

" hi+17 Bi(Br +1) .
(2.16)

From (2.12), (2.13) and (2.14), equation (2.16) leads to

V(=) 20 (2), 29" (2); 2) -
y (Hfgmwl +2)f(2) Hym (B + 111(2) Hfim[ﬁl]f(Z);Z> 21

Zn—l Zn—l ) Zn—l
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which by (2.11) gives

V(p(2), 20/ (2), 2%p"(2); 2) € Q.

To complete the proof, the admissibility condition for ¢ € ®p;1[€2, ¢] is shown
to be equivalent to the admissibility condition for ¢ as given in Definition 1.1.
Note that
3 BB+ Dw + (1 — Byl
-+1=
s (B1+ v — fiu

and hence ¢ € V[, ¢|. By Theorem 1.1, p(2) < ¢(z) or

+1_2517

HY™ By + 2] f(2)

anl

< q(2).

As in the previous case, if €2 # C is a simply connected domain, then
Q = h(U) for some conformal mapping h of U onto €. In this case, the class
Oy 1[h(U),q] is written as ®py[h,q]. The following result is an immediate
consequence of Theorem 2.5.

Theorem 2.6. Let ¢ € @y ilh,ql. If f € A, satisfies

, (Hf{m[%ni?]f(z)’ Hf;m[%jll]f(z)’ Hffmz[fﬂlf &, ) < h2),

then B
Hy™ By + 2] f(2)

anl

< q(2).

Corollary 2.5. Let ¢ € ®51[Q, M]. If f € A, satisfies

on—1 ? on—1

¢ (ff,em[ﬁl +20f(z) Hym[By+1f(z) Hym[Bi)f (z>;z> =

then
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Corollary 2.6. Let ¢ € Oy [M]. If f € A, satisfies

‘ ; (Fff;mwlw]f(z) A3+ 1)/ (2) flf;m[ﬂl]f(Z);Z> o

then

< M.

Zn—l

'fff;mwl +2](2)

Taking ¢(u,v,w;z) = v in Corollary 2.6 leads to the following example.

Example 2.2. If Re$y > —1 and f € A, satisfies

HLm[8y + 1]£(2)

Zn—l

< M,

then _
H;™Br + 2] f(2)

Zn—l

< M.

Remark 2.1. The analogue between Corollary 2.3 and Corollary 2.6 can be
obtained by choosing suitable admissible function.

Definition 2.5. Let  be a set in C and ¢ € Q1 NH. The class of admissible
functions @ 5[, q] consists of those functions ¢ : C* x U — C that satisfy
the admissibility condition ¢(u,v,w;z) & Q whenever

_ v (B1+1)q(C) L
LA S G k) gy (PO TR O F0)
B+ 1)u B+1 B B+1
Re{v(5+2)—(ﬁ+1)u—vu{ v _5_1]_ v _1}

on(£8011)

2e€U, (€0U\ E(qg) and k > 1.

In the particular case ¢(z) = 1+ Mz, M > 0, and in view of Definition
2.5, the following definition is immediate.
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Definition 2.6. Let €2 be a set in C and M > 0. The class of admissible
functions @ g [, M] consists of those functions ¢ : C* x U — C such that

(B +1)(1 + Me®)
(Br+1) = Me(k+ 1)

Bi(l+Me®)[B +1— Me“(k + 1)] 'Z) ‘0
[B1+1— Meb(k+ 1)][Br — 2Me?(k + 1)] — (1 + Me?)(L + 2Mei?)’

) <1 + Me'?,

whenever z € U, 0 € R, Re{ [(ﬂl+1)_M6i9,(€’j\;§iyéilﬁ4ﬂgieei;)_L(HMew)} > (k+4) for

all real 0, 5, € C\ {0,—1,-2,...} and k > 1.

In the special case Q = q(U) = {w : |w — 1| < M}, the class @ o[, M] is
simply denoted by ® g o[M].

Theorem 2.7. Let ¢ € ®p5[Q,q]. If f € A, satisfies

{ i’ <1§f;m[m +3)/(z) Hy"[8i+2)/(=) Hy"[B + 1) (2)
HY" By +2)f(z) HE" B+ 1f(z) HE"[B1)f(2)

;z):zeU}CQ,

(2.18)
then _
lm
Hy™ By + 2] f(2)
Proof. Define the analytic function p in U by
_: ﬁfim[ﬁl +31f(2) 9219
PO = s, o)) 219
By using (2.19), a computation shows that get
@) ARSI EN AETBAAIC)
p(2) Hy™ By + 3] f(2) Hi™(By + 2] f(2)
In view of the relation (1.4) and (2.20), it follows that
HY™ 8y + 2)f(2) (B + 1)p(2) 2.21)

T8+ 1)f(z)  Bit+2—2p(2) —p(2)
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Further computations show that

H 6+ 1f(2) By

= = 2.22)
l,m Br—2—zp'(2)—p(z) _ 2p'(z) _ [22p"(2)+22p'(2)] _ (
Hi"[31]1(2) ) D el (o)
Define the transformations from C3 to C by
(Br+Dr B
v b — w = . (2.23)
) e ) B1+2—s—r s (t+2s)
61 +2 iy " : r T r T Bid2—s—r 1

Let

_ (B +1)r B ‘
_ 4 <r, e ) (220)

From (2.19), (2.21) and (2.22), the equation(2.24), yields
U(p(2), 20 (2), 2°p"(2); 2)
_, ({f,emwl +3)/(z) Hy"[8i+2)/(x) Hy"[Bi+ 1) (2) ) (2.25)
H" B+ 2f(z) Ha"[Bi+1f (=) Ha"[Bi]f(2)
Hence (2.18) becomes

z

U(p(2), 20 (2), 2°p" (2); 2) € Q.

To complete the proof, the admissibility condition for ¢ € @y 5[€2, ¢] is shown
to be equivalent to the admissibility condition for ¢ as given in Definition 1.1.
Note that

§+1_ B+ 1u {B+1 5_1}_ﬁ+1
s Cw(B+2) = (B+1Du—vu v

and hence ¢ € V[, g]. By Theorem 1.1, p(z) < ¢(z) or
Hy™[B1 + 2] f(2)

(% w

—1,

As in the previous cases, if 2 # C is a simply connected domain, then
2 = h(U) for some conformal mapping h of U onto Q. In this case the class
Oy o[h(U),q] is written as ®pofh,q]. The following result is an immediate
consequence of Theorem 2.7.
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Theorem 2.8. Let ¢ € ®uplh,ql. If f € A, satisfies

¢<ﬁWWH%U@)mﬁ%+ﬂﬂ@jﬂw&+uﬂ@m)<M@’

Hi" B +2]f(2) Hi" B+ 1]f(2) H"([B1)f(2)

then -
Hy™ [+ 2]f(2)
Corollary 2.7. Let ¢ € ©pyo[Q, M]. If f € A, satisfies

¢(§WWH3V®)@WWHQU@)QTM+HNQ%>GQ
Hi"[Bi+2Af() BB+ UfG:) BB )

then

— 1| < M.

HY™ By +2]f(2)
Corollary 2.8. Let ¢ € Oyo[M]. If f € A, satisfies

‘Eﬁ%+aﬂ@

¢<§ﬁwﬁ3v@1§ﬁwH2v@ymﬁg+uﬂ@ﬂ>_l<M7
Hi" [P+ 2] f(2) H:™[B +1]f(2)  Hi"[p]f(2)
then

— 1| < M.

‘@ﬁm+aﬂ@
L 6+ 2 £ (2)

3. Superordination of the Dziok-Srivastava Lin-
ear Operator

The dual problem of differential subordination, that is, differential superordi-
nation of the Dziok-Srivastava linear operator is investigated in this section.

For this purpose, the following class of admissible functions will be required.

Definition 3.1. Let 2 be a set in C and ¢ € H|0, p] with 2¢/(z) # 0. The class
of admissible functions ®',[€, q] consists of those functions ¢ : C* x U — C

that satisfy the admissibility condition ¢(u, v, w;() € 2 whenever

) mBit 1= n(e) o
u = q( )7 m(ﬁ1+1) (5166\{0, L, 27"'})7
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Bi(Br+Dw+ (n—B1) (B —n+1u 1 (%)
Re( Bi+1)v+(n—pF1—1u _(2(51_”)+1)>§mRe< +1>’

ze U, (€0U and m > n.

Theorem 3.1. Let ¢ € ®,[Qql. If f € A,, H-™[B + 2]f(2) € Qo and

& (HE™ B+ 21/ (2), HE™ By + 1)/ (2), HE" [B1] £ (2); 2)

18 univalent in U, then

. {o (A8 +2(2), B (81 +1f(2), B [B1f(2);2) : 2 € U} (3.)
implies B
q(z) < Hy" B+ 2] f(2).
Proof. From (2.8) and (3.1), it follows that

Q C {v (p(z),20'(2),2°p"(2);2) : 2 € U} .

From (2.6), it is clear that the admissibility condition for ¢ € ®[€2,¢| is
equivalent to the admissibility condition for ¢ as given in Definition 1.2. Hence
Y € W[, q], and by Theorem 1.2, ¢(z) < p(z) or

q(z) < Hi™[B1 +2)f(2).

If Q # C is a simply connected domain, then Q = h(U) for some confor-
mal mapping h of U onto €. In this case the class ®’;[h(U),q| is written as
&', [h, q]. Proceeding similarly as in the previous section, the following result
is an immediate consequence of Theorem 3.1.

Theorem 3.2. Let h be analytic in U and ¢ € ®'y[h,q). If f € A,, H-™ [ +
21f(2) € Qo and 6 (HLm(By + 21/ (=), HE™ (81 + 11f (2), Hi" 5] £(2); 2) s uni-

valent in U, then

A=) < 6 (HEm[By+ 2f(2), BBy + 1f (), BB f(2):2)  (3:2)

implies B
q(z) < Hy" B + 2] f (2).
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Theorem 3.1 and 3.2 can only be used to obtain subordinants of differential
superordination of the form (3.1) or (3.2). The following theorem proves the
existence of the best subordinant of (3.2) for certain ¢.

Theorem 3.3. Let h be analytic in U and ¢ : C> x U — C. Suppose that the
differential equation

#(a(2), 24 (), 2¢"(2); 2) = h(z)
has a solution q € Qy. If ¢ € ¥y[h,ql, f € A,, ﬁf,llm[ﬁl +2|f(z) € Qo and

o (HE™ (8 + 211 (2), B8y + 111 (=), HE™ (811 (2): 2)

1s univalent in U, then

h(z) < & (HE™ (81 + 20/ (), HE" (80 + 11£(), HE (811 (2); 2)

mmplies B
q(z) < Hy"[Br +2]f(2)

and q 18 the best subordinant.

Proof. The result is similar to the proof of Theorem 2.4 and is therefore
omitted.

Combining Theorems 2.2 and 3.2, we obtain the following sandwich-type
theorem.

Corollary 3.1. Let hy and ¢ be analytic functions in U, hy be univalent
function in U, ¢ € Qo with ¢1(0) = q2(0) = 0 and ¢ € Pylha, g2] N Py A1, ¢1].
If f € Ay, Hy™[B1 +2]f(2) € H[0,p] N Qo and

o (HE™ (8 +21£(2), B8y + 111 (=), HE™ (811 £ (2): 2)
18 univalent in U, then

ha(=) < o (B [y + 20/ (2), HE™ (81 + 11 (2), B [B1)f(2):2) < ha(2),

implies B
@1 () < Hy™ By + 2)f(2) < ga(2).
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Definition 3.2. Let Q be a set in C and ¢ € Hy with z¢'(z) # 0. The class
of admissible functions ®}; (€2, g] consists of those functions ¢ : C*xU—C
that satisfy the admissibility condition

¢(u, v, w; C) € Q

whenever

u=q(z), v= Zq/(jz(;l”lﬁll)‘“z) (B € C\{0,-1,-2,...}),

fe (WZ&?TSJ 12 ) <R (qu(f)) ! 1) ’

zeU, (€U and m > 1.

Next, the dual result of Theorem 2.5 for differential superordination will
be given.

Theorem 3.4. Let ¢ € O ,[Q,q]. If f € A, %mz) € Qy and
! (ﬁzm[ﬁl +2)f(2) H™[By + 1£(2) HY [Bif(2). )
Zn—l ’ Zn—l ’ Zn—l %

18 univalent in U, then

0 { ¢<ﬁkmml+z]f<z> HYm (8 + 111 (2) ﬁhm[ﬁl]f@);z) :ZGU}

on—1 ’ on—l

implies

ﬁkm[ﬁl + 2]f(2).

anl

q(2) <
Proof. From (2.17) and (3.3), it follows that

QC {0 (p(2), 20 (2),2%p"(2);2) - 2 € U}

From (2.15), it follows that the admissibility condition for ¢ € ®% ,[Q2,q] is
equivalent to the admissibility condition for ¢ as given in Definition 1.2. Hence
1 € VU'[Q, g|, and by Theorem 1.2, ¢(z) < p(z) or

BB+ 2)f()

Zn—l

q(z) <
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If @ # C is a simply connected domain, then © = h(U) for some conformal
mapping h of U onto . In this case the class @} [h(U),q] is written as
@ 1[h, q]. The following result is an immediate consequence of Theorem 3.4.

Theorem 3.5. Let ¢ € Ho, h be analytic on U and ¢ € @y, [h,q]. If f € Ay,
BBAAIE) ¢ Q) and ¢ (ﬁﬁim[ﬁ1+2]f(2) " B141]f(z) i [B1)f(2)

zn—1 zn—1 Y Zn—1 I Zn—1

wn U, then

: z) 1s univalent

M) < 6 (Hkm[%:f]f@a Hy"[B1+ 1 () Hgm[gl]f(z);z>

implies

Zn—l Zn—l

LB+ A7)

Zn—l

q(2)

Combining Theorems 2.6 and 3.5, the following sandwich-type theorem is
obtained.

Corollary 3.2. Let hy and g1 be analytic functions in U, hy be univalent func-
tion in U, g € Qo with 1(0) = ¢2(0) = 0 and ¢ € Py 1[ha, g2] N Py [h1, @1

rl,m
If f e A, BEBFAIC) ¢ 34,1 Qy and

’ (?ff;mwl +2)/(x) Hy"[B+10f(z) HE"[B)S(2). )

on—1 ’ on—1 ’ on—1

1s univalent in U, then

hi(z) < ¢ (Hf;m[il:12]f(z)7 Hg{m[il:ll]f(z)a Hf{mz[f_l]lf(z) ; z) < ha(z),

mplies

L HIB 42 (2)

Zn—l

Definition 3.3. Let Q be aset in C, q(z) # 0, 2¢/(2) # 0 and ¢ € H. The class
of admissible functions ®’;,[€, ¢] consists of those functions ¢ : C* x U — C
that satisfy the admissibility condition

¢ (2) =< q2(2).

o(u,v,w; () € Q
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whenever
() = m(f + 1)q(z) L .
u=q(z), (B 2) — 20 (2) —ma()’ (81 € C\{0,—1,-2,...}, q(2)#0),
. Bru(By + 1) (w — 1) B+ 1 . 2q"(2)
: (w[wl - wrel-w v 1) =t ( /) 1> ’

z€eU, (€U and m > 1.

Now, the dual result of Theorem 2.7 for differential superordination will
be given.

/ ﬁi[m[,31+3]f(z)
Theorem 3.6. Let ¢ € ®Y,[Q,q]. If f € A, a2l (o) € Q1 and

A58+ 2f(2) HE" B+ 10f(2) HE"[Bf(2)

15 univalent in U, then

o { ) (Hkm[ﬁwiﬂf@ HL™ (61 + 21 (2) Hkm[ﬂﬁrl]f(z);z) :zeU}

i’ (ﬁf:;mwl +3)f(=) Hy"[B+2Af(z) HY"[8i+ U (2) )

Hi™ B +2]f(2) Hi" (B +11f(2) H™(Bf(2)

implies N

HE™(By + 3] f (=

C](Z) =< ~lm[61 ]f( )
Hy" By + 2] f(2)

Proof. From (2.25) and (3.4), it follows that

Q c{o(p(2),2p'(2),2*p"(2);2) 1 2 €U} .

In view of (2.23), the admissibility condition for ¢ € ®/;,[€, ¢] is equivalent to
the admissibility condition for ¢ as given in Definition 1.2. Hence ¢ € ¥'[Q, q],
and by Theorem 1.2, ¢(2) < p(z) or

Hy" (614 3£ (=)
Hfim[ﬁl + 2] f(2)

q(z) <

If Q # C is a simply connected domain, then 2 = h(U) for some conformal
mapping h of U onto 2. In this case the class ®},[h(U),q| is written as
@Y 5[h, q]. Proceeding similarly as in the previous section, the following result
is an immediate consequence of Theorem 3.6.
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Theorem 3.7. Let ¢ € H, h be analytic in U and ¢ € Py [h,q]. If f €

" [B143/(2) ( Hy"[3143]f(2) Hp™[B14+2/(2) Hi™[Bi+1]f(2). ) -
A 5 H“"w e € Qo O\ G e Brsae) A e Y
univalent in U, then

Hiym[By+3)f (=) HEm(61+20f(2) HE™ (81 +11F(:) )
H™(By+21f () Hi"[B+ 1f () Hi"[B1)f(2)

h(z)<¢<

implies N
Hy™ B +31£(2)
Hy™ By + 2] f(2)

Combining Theorems 2.8 and 3.7 yield the following sandwich-type theo-
rem.

q(z) <

Corollary 3.3. Let hy and g1 be analytic functions in U, he be univalent func-
tion in U, qg € Q1 with ¢1(0) = ¢2(0) = 1 and ¢ € Py plha, g2] N Py o[ha, @]

n [B1+3]f z)
If fe A, R e HNO; and

i’ (fgfzmwl +3)/(x) Hy"[8i+2)/(=) HE"[By+ 1S (2), Z)
™8+ 2 f(2) Hi (B +10f(z) H"[Bf(z)
15 univalent in U, then

M=) < 6 (I}hm[ﬂlm]f(z) Hy" (61 + 21 (2) ﬁif[ﬁl+1]f<z>,z> < hal2)
HY™ By + 2 f(2) HE™M[By +11£(z) HE™Bf(z) ’

implies N
{_{km[ﬁl +3]f(2)
Hrlim[ﬁl +2]f(z)

q1(z) < < g2(2).
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